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SYSTEM FOR ESTIMATING UNKNOWN In some embodiments , the under - determined inverse 
ATTRIBUTES OF INTEREST IN THE problem is a traffic matrix estimation problem and a set of 

UNDER - DETERMINED INVERSE PROBLEM unknown network flows are estimated by first , measuring 
AND A PROCESS OF ACCOMPLISHING THE SNMP link loads as measured quantities which are linear 

SAME 5 combinations of a size of unknown network flows . Then , 
measuring a partial set of unknown network flow sizes using 

RELATED APPLICATION counters associated with one of the set consisting of : flow 
table entries , TCAM entries or both . Next , computing the 

This application claims priority to provisional patent optimal observation matrix as a replacement of the original 
application U . S . Ser . No . 62 / 105 , 437 filed on Jan . 20 , 2015 , 5 10 routing matrix . After that , inferring a set of unknown flows 
the entire contents of which is herein incorporated by using SNMP link load measurements , and using specific 

estimation techniques that can include a function of one of reference . the set consisting of the optimal observation matrix , the 
BACKGROUND original routing matrix , or both . 

15 A method for determining a size of network flows in a 
computer network through a system that can include the The embodiments herein relate generally to systems that following steps which are not necessarily in order . First , control flow in systems . providing a network having a plurality of nodes connected 

Prior to embodiments of the disclosed invention there was by a plurality of links , wherein nodes denote network 
no efficient way to solve an under - determined inverse prob - 20 devices and / or elements including computer hosts , physical 
lem . As a result , there was no way to produce optimized switches , physical routers , virtual switches , and virtual 
flows in an underdetermined system . Embodiments of the routers . Next , performing a learning phase by iteratively 
disclosed invention solve this problem . performing the following steps until all link loads and a set 

of unknown network flow sizes have been measured , and an 
SUMMARY 25 optimal observation matrix is computed . First , creating a 

measured link load vector by performing , first , measuring a 
A method for solving an under - determined inverse prob - load on a set of the plurality of links creating a plurality of 

lem or network inference / tomography problem in per - flow link load measurements where link loads are linear combi 
size , delay , loss and throughput inference in a computer nations of a set of unknown network flows . Then , forming 
network , through a system given an original observation 30 the measured link load vector from the plurality of link load 
matrix , includes the following steps , which are not neces - measurements . After that , transferring the measured link 
sarily in order . First , establishing the computer network load vector to a network controller connected to the com 
having a plurality of nodes wherein the per - flow size , the puter network . Following that , creating a vector represen 
delay , the loss and the throughput inferences are unknown ; tation of a measured traffic matrix by measuring and storing 
wherein an original routing matrix determines how flows 35 a size of a flow from each node to every other node for a 
from each node to every other node are appeared on links . specified time period , by performing the following steps . 
Next , performing a learning phase by first measuring a set of First , installing a set of rules in one of a set consisting of : a 
quantities which are combinations of unknowns creating a storage system , a memory system , or both of one of the set 
first set of measurements . Then , measuring at least some of consisting of : physical / virtual network switches , physical / 
a set of unknowns creating a second set of measurements . 40 virtual network routers , or both . Next , polling counters in the 
After that , using the first set of measurements and the second storage system that create flow - size measurements as flows 
set of measurements , an optimal observation matrix or are measured and network packets are routed . After that , 
pseudo - optimal observation matrix is computed . Following transferring the measurements into a memory , and the net 
that , performing a computer controller adaptive measure work controller . Following that , forming the optimal obser 
ment and inference phase by first measuring the set of 45 vation matrix by taking a matrix multiplication of the 
quantities which are the combinations of the unknowns measured link load vector , a transpose of the vector repre 
creating measurement quantities . Then , identifying a partial sentation of the measured traffic matrix , and a pseudo 
set of most informative unknown network flows that must be inverse of the matrix multiplication of the vector represen 
re - measured and updated . After that , re - measuring a partial tation of the measured traffic matrix and the transpose of the 
set of unknowns . Next , re - computing and updating the 50 vector representation of the measured traffic matrix . 
optimal observation matrix to form an updated optimal In some embodiments this method can include , perform 
observation matrix . Following that , estimating the set of ing an adaptive measurement and inference phase by itera 
unknowns using the measurement quantities , and a function tively and adaptively performing the following steps until 
of one of the set consisting of : the optimal observation adjusted link loads are measured , a set of most informative 
matrix , the original observation matrix , or both . 55 unknown network flows to be re - measured and updated is 

In some embodiments the method can include determin - identified , the set of most informative unknown network 
ing a starting time of the learning phase and a duration of the flows are measured and the vector representation of a traffic 
learning phase by detecting sequential significant changes in matrix is updated to form an adjusted vector representation 
measurements during the adaptive measurement and infer - of the traffic matrix , an adjusted optimal observation matrix 
ence phase . Then , determining a set of most informative 60 is computed , and an unknown vector representation of the 
unknown network flows using at least one learning algo traffic matrix is estimated . The steps include : first , estab 
rithm ; wherein the at least one learning algorithm includes lishing an iteration time . Next , starting a timer . After that , for 
a multi - bandit algorithm . a timer value less than the iteration time , performing the 

In some embodiments , the method can include generating following steps . First , creating an adjusted link load vector 
the optimal observation matrix with a regularized or non - 65 by performing the following steps . First , measuring an 
regularized optimization technique including a least square adjusted load on the set of the plurality of links creating a 
estimation technique with or without constraints . plurality of adjusted link load measurements . Next , forming 
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the adjusted link load vector from the plurality of adjusted FIG . 3 shows a schematic view of one embodiment of the 
link load measurements . After that transferring the adjusted present invention ; 
link load vector to the network controller . Following that , FIG . 4 shows a schematic view of one embodiment of the 
creating the adjusted vector representation of the traffic present invention ; 
matrix by storing and updating an adjusted size of the flow 5 FIG . 5A shows a schematic view of one embodiment of 
from a set of nodes to another set of nodes identified by the the present invention ; 
set of most informative unknown network flows by identi - FIG . 5B shows a schematic view of one embodiment of 
fying the set of most informative unknown network flows the present invention ; 
that must be re - measured and updated . Then , installing an FIG . 5C shows a schematic view of one embodiment of 
adjusted set of rules , for measuring identified most infor ost in for 10 the present invention ; 
mative flows , in one of a set consisting of : the storage FIG . 5D shows a schematic view of one embodiment of 

the present invention ; system , the memory system , or both of one of the set FIG . 5E shows a schematic view of one embodiment of consisting of : the network switches , the network routers , or the present invention ; both . In some embodiments , the network switches can be 15 15 FIG . 6A shows a schematic view of one embodiment of either physical switches , virtual switches or both . In some the present invention ; 
embodiments , the network routers can be either physical FIG . 6B shows a schematic view of one embodiment of routers , virtual routers or both . After that , polling adjusted the present invention ; 
counters in the one of a set consisting of : the storage system FIG . 6C shows a schematic view of one embodiment of 
and the memory system that create adjusted measurements 20 the present invention : 
of the most informative flows as adjusted flows are mea - FIG . 6D shows a schematic view of one embodiment of 
sured and the network packets are routed . Following that , the present invention ; 
transferring the adjusted measurements into the memory and FIG . 6E shows a schematic view of one embodiment of 
the network controller . Then , forming the adjusted vector the present invention ; 
representation of the traffic matrix by updating the size of the 25 FIG . 6F shows a schematic view of one embodiment of 
most informative flows . Following that , forming the the present invention ; 
adjusted optimal observation matrix by taking the matrix FIG . 7 shows a schematic view of one embodiment of the 
multiplication of the adjusted link load vector , the transpose present invention ; 
of the adjusted vector representation of the traffic matrix , FIG . 8 shows a schematic view of one embodiment of the 
and the pseudo inverse of the matrix multiplication of the 30 present invention ; 
adjusted vector representation of the traffic matrix and the FIG . 9 shows a schematic view of one embodiment of the 
transpose of the adjusted vector representation of the traffic present invention ; 
matrix . After that , creating an estimation of the vector FIG . 10 shows a graphical output of one embodiment of 
representation of the traffic matrix by taking the matrix the present invention ; 
multiplication of the pseudo inverse of the adjusted optimal 35 FIG . 11 shows a graphical output of one embodiment of 
observation matrix and the adjusted link load vector . the present invention ; 

In some embodiments , this method can include , detecting 
a significant change in the measurements . Then , restarting DETAILED DESCRIPTION OF CERTAIN 
the learning phase . Finally , identifying the set of the most EMBODIMENTS 
informative flows by finding a set of flows which maximize 40 
an angle between a current SNMP link - load vector and a By way of example , and referring to FIG . 1 , a controller 
SNMP link - load vector at a time of the significant change . 10 is communicatively coupled to an operating network 20 
In some embodiments , the storage system can be one of the using a network communication system including network 
set consisting of : TCAM , flow - table entries , or both . The measurement controlling messages 14 . Operating network 
network controller can be connected to switches and routers 45 20 further comprises software defined network devices and 
on the network through one of the set consisting of : a secure non - software defined network devices . Network measure 
channel , a protocol , or both . ment controlling messages 14 can dynamically configure or 

In some embodiments , an under - determined inverse prob reconfigure the software defined measurement network 12 as 
lem is an inverse problem wherein the number of measure - well as poll required network measurements and statistics 
ments is less than the number of unknowns that must be 50 16 . Operating network 20 and software defined measure 
estimated . An over - determined inverse problem is the ment network 12 further comprise a plurality of network 
inverse problem wherein the number of measurements is devices and elements including open flow switches 18 , and 
larger than the number of unknowns that must be estimated simple network management protocol ( SNMP ) agents . Con 
A square inverse problem is an inverse problem wherein the troller 10 , which can either be a physical component or a 
number of measurements is equal to the number of 55 virtualized controller , further comprises SNMP management 
unknowns that must be estimated . system 36 and network configuration protocol . Software 

defined measurement network 12 further comprises a plu 
BRIEF DESCRIPTION OF THE FIGURES rality of open flow switches 18A , 18B , 18C , 18D , and 18E 

in an operating network 20 . The plurality of open flow 
The detailed description of some embodiments of the 60 switches 18A , 18B , 18C , 18D , and 18E are either mainly or 

invention is made below with reference to the accompanying partially for network traffic measurement and network 
figures , wherein like numerals represent corresponding parts packet forwarding and routing . In some embodiments , the 
of the figures . plurality of open flow switches can be one of the set 

FIG . 1 shows a schematic view of one embodiment of the consisting of physical switches , virtual switches or both . 
present invention ; 65 Controller 10 further comprises an adaptive per flow mea 

FIG . 2 shows a schematic view of one embodiment of the surement module 22 and an optimal - coherent inference 
present invention ; module 24 . The adaptive per flow measurement module 22 
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indicates the set of most informative flows 44 in the oper FIG . 3 represents the behavior of a network flow over 
ating network 20 that can be directly measured . The optimal - multiple coherence times in the software defined measure 
coherent inference module 24 processes the measurements ment network 12 . Change time to indicates the time of the 
and statistics 16 and provides accurate estimates of network lth major change in the network traffic and the 1th coherence 
flows 42 . The controller 10 , then sends network measure - 5 time is the interval between 1th and ( 1 + 1 ) th major change 
ment controlling messages 14 to the software defined mea - times in network flows 42 . That is , T . ' = { te + 1 , . . . , t . 2 + 1 - 1 } . 
surement network 12 . In some embodiments , required per Controller 10 assumes that at the tth measurement interval 
flow measurements 32 and aggregated flow measurements 40 with measurement interval 40 , two sets of network 
32 are measured by NetFlow protocol , sFlow protocol , and measurements are provided . First the SNMP management 
probing packets . system 36 interacts with SNMP agents 38 and provides the 

The network measurement controlling messages 14 indi - SNMP link load measurements Y ' . Second , under hard 
cate which flow in the operating network 20 should be resource constraint of the size of ternary content addressable 
directly measured at different times or locations by re - memory 26 in flow tables of open flow switches 18A , 18B , 
configuring either a ternary content addressable memory 26 , 1 18C , 18E where the sum of all ternary content addressable 
a flow table or both . The ternary content addressable memories in switches T < < n , all T entries in ternary content 
memory 26 ( TCAM ) models the TCAM entries of the addressable memory 26 are used to track and measure all 
plurality of open flow switches 18A , 18B , 18C , 18D , and flows and / or the set of most informative flows 44A , 44B and 
18E . The flexibility of open flow is used to install TCAM 44C and to provide T per flow measurements 32 . 
wildcard matching rules or prefix keys 28 and collect 20 Returning to FIG . 2 , adaptive per flow measurement 
associated statistics 30 . Associated statistics 30 can include module 22 comprises two methods : change detection 
per flow measurements 32 or aggregated measurement of method 46 and adaptive traffic matrix updating method 48 . 
multiple flows in each measurement interval 40 . The longest At a first measurement interval 40 in the beginning of the 
prefix matching forwarding table mechanism in open flow learning phase 50 , a first SNMP link - load vector Y ' c is 
switches 18 facilitates the implementation of a per - flow 25 created . At t " " measurement interval 40 , a second SNMP 
measurement process where prefix keys 28 of the per - flow link - load vector Y ' is created . Additionally , the SNMP link 
measurements 34 are stored in the ternary content address load vector Y ' is compared with the first SNMP link - load 
able memory 26 or flow tables and corresponding counters vector Yt? with change detection method 46 . The detection 
measure the size of flows . This process is called de - aggre - of the 1 " significant change in Y ' s indicates the beginning of 
gation . 30 a new coherence time and the beginning of a learning phase 

In some embodiments , controller 10 further comprises a 50 . At the new coherence time to , a learning phase 50 
SNMP management system 36 , alternately , SNMP manage - begins . In a learning phase 50 , all available T entries of the 
ment system 36 is communicatively coupled to controller ternary content addressable memory 26 in the software 
10 . Network measurement controlling messages 14 are a defined measurement network 12 are used to measure the 
mean of the interaction of the Simple Network Management 35 most current traffic matrix 62 . In a computer controlled 
Protocol ( SNMP ) management system 36 and SNMP agents measurement and inference phase 54 , that is , over 1 " " coher 
38 to measure SNMP link - loads . In some embodiments , ence time T . , the T most informative flows 44A , 44B and 
controller 10 and SNMP management system 36 are collo - 44C are directly measured and T flows 42 are updated in the 
cated in one machine and in other embodiments , they are most current traffic matrix 62 . 
located in separate machines and they can poll the statistic 40 Controller 10 further utilizes the optimal - coherent infer 
counts periodically or in different measurement intervals the ence module 24 . Optimal - coherent inference module 24 uses 
frequency of which is limited by practical constraints . the most current traffic matrix 62 and the SNMP link load 
Regardless , a focus is on traffic matrix 52 measurement and vector 56 to identify an optimal observation matrix 58 of 
inference where ternary content addressable memory 26 SNMP link load vectors 56 , denoted by H , . At each 
entries of all of the open flow switches 18 of the software 45 measurement interval 40 , the per flow measurements 32 and 
defined measurement network 12 is modeled as a large flow the SNMP link - loads are used to coherently estimate the 
table . traffic matrix 60 or X . ( equivalently W ) using the fol 

FIG . 2 shows another view of operating network 20 . At lowing optimization formulation represented in the equation 
each measurement interval 40 or I there are m SNMP link below where to denotes the set of directly measured 
load measurements defined by the vector Ymut : = { y , ' } ; _ ; " 50 per - flow counts , 
and n = N ( N - 1 ) flows which form the vector representation 
of traffic matrix 52 , here Xnx1 * : = { x , f } ; = 1 " . The SNMP link 
load vector 56 or Y ' is linearly related to the traffic matrix 52 , XOAN 
here X ' as Y ' = HX ' where jth 1 in ith row of the binary routing 
matrix H represents the contribution of the jth flow x , in the 55 
ith link load y ; " . If H is not binary , then jth value in ith row of denotes the set of flows that must be estimated , and 
matrix H represents the contribution of the jih attribute x in 
the ith quantity yi . The set of origin - destination flows in 
network exhibit a constant behavior in the sense that the Xi = XoUXO 
dynamic of network flows 42 are predictive over time 60 
intervals with different durations , called as coherence time . 
The notion of coherence time is the time interval within 
which network flows 42 demonstrate , on average , a consis s . t . X or is known and Y ' = H , X ' and Xorn Xo = 0 tent and predictable behavior . Additionally , coherence time 
is defined as the time between the occurrences of two 65 
consecutive major changes in the behavior of the traffic Under hard constraints of limited resources in software 
matrix 52 which is quantified by an appropriate metric . defined measurement network 12 this framework is simple , 

Si = 1 

W = min | | 0 | | 
TOT 
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10 

flexible and efficient with very high estimation accuracy tubes ( CRT ) or liquid crystal displays ( LCD ) . Some embodi 
which can be deployed on the plurality of open flow ments include devices such as a touchscreen that functions 
switches 18A , 18B , 18C , 18D , and 18E . Moreover , the as both input and output devices . 
communication overhead between controller 10 , and the Bus 205 also couples electronic system 200 to a network 
plurality of open flow switches 18A , 18B , 18C , 18D , and 5 240 through a network adapter ( not shown ) . In this manner , 
18E is low because the required measurements for the the computer can be a part of a communications network , or 
fine - grained estimation of network flows 42 are aggregated a network of computers ( such as a local area network 
SNMP link loads which are readily and reliably available in ( “ LAN ” ) , a wide area network ( “ WAN ” ) , or an intranet ) , or ISP networks . Further , only a few most beneficial flows are a network of networks ( such as the Internet ) . Any or all required to be directly measured . components of electronic system 200 may be used in con FIG . 4 conceptually illustrates an electronic system 200 
with which some embodiments of the invention are imple junction with the invention . 

Bus 205 couples electronic system 200 to controller 250 mented . The electronic system 200 may be a computer , 
and measurement devices 260 . In some embodiments con phone , PDA , or any other sort of electronic device . Such an 

electronic system includes various types of computer read - 15 troll pread . 15 troller 250 can adaptively determine a set of required 
able media and interfaces for various other types of com quantities and unknowns of interest that must be measured 
puter readable media . Electronic system 200 includes a bus at important instances of time . Measurement devices 260 
205 , processing unit ( s ) 210 , a system memory 215 , a read can be used to measure a set of required quantities and 
only 220 , a permanent storage device 225 , input devices unknowns of interest . 
230 , output devices 235 , a network 240 , a controller 250 , 20 These functions described above can be implemented in 
and measurement devices 260 . digital electronic circuitry , in computer software , firmware 

The bus 205 collectively represents all system , peripheral , or hardware . The techniques can be implemented using one 
and chipset buses that communicatively connect the numer or more computer program products . Programmable proces 
ous internal devices of the electronic system 200 . For sors and computers can be packaged or included in mobile 
instance , the bus 205 communicatively connects the pro - 25 devices or embedded systems . The processes may be per 
cessing unit ( s ) 210 with the read - only 220 , the system formed by one or more programmable processors and by one 
memory 215 , and the permanent storage device 225 . or more set of programmable logic circuitry . General and 

From these various memory units , the processing unit ( s ) special purpose computing and storage devices can be 
210 retrieves instructions to execute and data to process in interconnected through communication networks . 
order to execute the processes of the invention . The pro - 30 Some embodiments include electronic components , such 
cessing unit ( s ) may be a single processor or a multi - core as microprocessors , storage and memory that store computer processor in different embodiments . program instructions in a machine - readable or computer The read - only - memory ( ROM ) 220 stores static data and 
instructions that are needed by the processing unit ( s ) 210 readable medium ( alternatively referred to as computer 
and other modules of the electronic system . The permanent 35 " 25 readable storage media , machine - readable media , or 
storage device 225 , on the other hand , is a read - and - write machine - readable storage media ) . Some examples of such 
memory device . This device is a non - volatile memory unit computer - readable media include RAM , ROM , read - only 
that stores instructions and data even when the electronic compact discs ( CD - ROM ) , recordable compact discs ( CD 
system 200 is off . Some embodiments of the invention use R ) , rewritable compact discs ( CD - RW ) , read - only digital 
a mass - storage device ( such as a magnetic or optical disk 40 versatile discs ( e . g . , DVD - ROM , dual - layer DVD - ROM ) , a 
and its corresponding disk drive ) as the permanent storage variety of recordable / rewritable DVDs ( e . g . , DVD - RAM , 
device 225 . DVD - RW , DVD + RW , etc . ) , flash memory ( e . g . , SD cards , 

Other embodiments use a removable storage device ( such mini - SD cards , micro - SD cards , etc . ) , magnetic and / or solid 
as a floppy disk or a flash drive ) as the permanent storage state hard drives , read - only and recordable Blu - Ray® discs , 
device 225 . Like the permanent storage device 225 , the 45 ultra density optical discs , any other optical or magnetic 
system memory 215 is a read - and - write memory device . media , and floppy disks . The computer - readable media may 
However , unlike storage device 225 , the system memory store a computer program that is executable by at least one 
215 is a volatile read - and - write memory , such as a random processing unit and includes sets of instructions for per 
access memory . The system memory 215 stores some of the forming various operations . Examples of computer pro 
instructions and data that the processor needs at runtime . In 50 grams or computer code include machine code , such as is 
some embodiments , the invention ' s processes are stored in produced by a compiler , and files including higher - level 
the system memory 215 , the permanent storage device 225 , code that are executed by a computer , an electronic com 
and / or the read - only 220 . For example , the various memory ponent , or a microprocessor using an interpreter . 
units include instructions for processing appearance altera Optimal - coherent inference module 24 contains the fol 
tions of displayable characters in accordance with some 55 lowing steps . First , at the 1th time change t . ' , the optimal 
embodiments . From these various memory units , the pro - observation matrix 58 of SNMP link load vectors 56 is 
cessing unit ( s ) 210 retrieves instructions to execute and data identified as H . . . This can be done by first pooling the 
to process in order to execute the processes of some embodi - SNMP link load vectors 56 at t = t , using SNMP management 
ments . system 36 and measuring the most current traffic matrix 62 

The bus 205 also connects to the input and output devices 60 at tut . . Next , a minimum norms solution is computed using 
230 and 235 . The input devices enable the person to com the optimal observation matrix 58 for t = ' + 1 : 1 : 1 2 + 1 – 1 . Both 
municate information and select commands to the electronic of these stages involve underdetermined inverse problems 
system . The input devices 230 include alphanumeric key because all mxn elements of the optimal observation matrix 
boards and pointing devices ( also called " cursor control 58 must be measured using m + n measurements of SNMP 
devices ” ) . The output devices 235 display images generated 65 link load vector 56 and traffic matrix 52 at t = and m + n < mx 
by the electronic system 200 . The output devices 235 n . In the second stage , m per - flow measurements 32 is less 
include printers and display devices , such as cathode ray than n flows 42 . 
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In Stage 1 : 1 ) = argmin | | Y ' – H * X ' ll2 at = 1 hon = argmaxd? = 
hon 

argmax ( hiX - hon X + ) ? for i € { 1 , . . . , m } and te { 1 , . . . , Tss } 
hon In Stage 2 : Wo = argmin | X¥ | l2 s . 1 . Yt = H * X * for 1 € = T ! 5 

On 

In Stage 3 : W = H * y where H ' * : = ( H : " ( HH : , 1 ) Here , h ; denotes the ith row of matrix H , X ' denotes the th 
vector representation of the traffic matrix 52 , and h , denotes 
a row of matrix Hom . This maximization can be performed , 

10 
Where | indicates the pseudo - inverse operator , T indi in an iterative way , using the least square estimation 

approach , including the Least Mean Squares ( LMS ) algo cates the complex conjugate transpose of the matrix , and rithm , defined in the equation below : Wodenotes the estimate of the vector representation of the 
traffic matrix 52 or X ' at time t . hon ( i + 1 ) = hon ( j ) – 2udxt " 

The optimal observation matrix 58 in Stage 1 can be 15 Here , there is iteration over parameter j until convergence . 
X® is the complex conjugate transpose of X ' . u is set to a computed as H ' = Y ' X * ( X®X® ) * . In some embodiments , the small positive real number less than one . ho is normalized general form of optimal observation matrix 58 or H . can be by its norm | | ho | | at each iteration j . Accordingly , by design used as HG = ( Y * X * ( X + X + ) + QX ' ) where Q is an arbitrary ing m , rows , an optimal observation matrix 58 or Hon with 

mxm matrix and A 18 the space of the rows perpendicular 20 size m , xn can be designed . A function of How , denoted by mxm matrix and X is the space of the rows perpendicular 20 size 
to X ' . The inverse or pseudo - inverse of a matrix can be H f . can be used to collect a new set of measurements 
computed using different techniques including the singular YM = HonX ' where X ' is the unknown vector representation 
value decomposition method . of the traffic matrix 52 for t > Tss . An estimate of Xf , can be 

In the learning phase , Minimum norm estimations using inferred by computing the matrix multiplication of the 
Ht = YtX ( x x ) # has several properties . First , estimations 25 pseudo - inverse of Hon and Yn . 
are identifiable , that is , W = H9Yf = X . Second , measure This process can include the following steps of learning 
ments are compatible , that is , Y = H X + . Third , estimations phase 50 . First , measuring a set of vector of quantities , 

are noise immune because even if measurement vector Yt is which are combinations of unknowns , over several period of 
times and creating a first set of measurements . Next , mea noisy , then W = HQg1Y + = X ' . 30 suring a set of vector of unknowns over several period of 

In some embodiments , Wo can be computed using both times and creating a second set of measurements . Finally , 
the original observation matrix H and the optimal observa computing one of the set consisting of an optimal observa 
tion matrix 58 or H . , including the minimum - norm estima tion matrix 506 and pseudo - optimal observation matrix by 
tion technique as follows : using the first set of measurements and the second set of 

measurements , and the least square estimation approach , 
including the Least Mean Squares ( LMS ) algorithm . 

FIG . 5A shows one embodiment of learning phase 50 in 
more detail . Learning phase 50 comprises the following 
steps , which are not necessarily in order . First , at step 502 , 

40 measuring a set of quantities which are combinations of 
unknowns creating a first set of measurements . Next , at step In some embodiments , optimal - coherent inference mod 504 , measuring at least some of a set of unknowns creating ule 24 can be alternately computed using regularized esti a second set of measurements . After that , at step 506 , using mation techniques including the minimization of the addi the first set of measurements and the second set of measure tion of | | Y4 - H * X | | and a fraction of | | H | | . The unknown in this wn in this 45 ments to form the optimal observation matrix 58 or pseudo minimization problem that must be estimated is H ' , and optimal observation matrix . In some embodiments , this can operator norm | | : | | is appropriately defined based on the be done with a regularized optimization technique including 

application . a least square estimation technique with constraints . The 
In some embodiments , computing the optimal observation regularized optimization technique can include the least 

matrix 506 can alternately include the following steps . 50 square estimation technique without the constraints . Alter 
Given a set of original observations , a set of new measure nately , this can be done with a non - regularized optimization 
ments is provided by designing the optimal observation technique including a least square estimation technique with 
matrix 506 which provides a set of most informative mea constraints . The non - regularized optimization technique can 
surements to the set of given observations . This set of new include the least square estimation technique without the 

1 55 constraints . Additional combinations of these can exist . observations is complementary to the set of given original Turning to FIG . 5B , in some applications such as an observations and tries to minimize the estimation error as under - determined multiple - input multiple output ( MIMO ) much as possible . For the application in network inference , communication system , step 506 can be shown in more let Yss be a set of Tss vectors of original given link - loads Y detail . In the learning phase 50 , for all possible vectors of 
where Y ' is an mx1 vector for t = 1 , . . . , Tss . At each time 60 , . . : : : $ s . At each time 60 communication symbols , the optimal observation matrix 58 
interval t , Y ' = HX ' where H is the original routing matrix can be computed as follows . First , at step 5062 , transmitting with size mxn , and X ' is the vector representation of the a vector of known symbols at multiple transmitters . Next , at 
traffic matrix 52 . X ' is assumed to be known over Tss periods step 5064 , measuring the vector of known symbols at 
of time t = 1 , . . . , Tss in the learning phase 50 . Then , a row multiple receivers , and thereby creating vectors of measure 
of the optimal observation matrix 58 or Hon with n columns 65 ments . After that , at step 5066 , computing the optimal 
can be designed by maximizing distance da ? , defined in the observation matrix 58 for each vector of known symbols 
equation below : creating a plurality of optimal observation matrixes 58 . 

7 tr 
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Finally , saving the vector of known symbols and the plu mum distance vector of known symbols as an ultimate 
rality of optimal observation matrix 58 at a receiver device . estimate of the unknown vector of symbols . 

Turning to FIG . 5C , learning phase 50 can be completed In FIG . 6C , at step 550 , estimating the set of unknowns 
by performing the following steps . First , at step 508 , creat using the measurement quantities , further includes the fol 
ing a measured link load vector . Then , at step 510 , creating 5 lowing steps which are not necessarily in order . First , at step 
a vector representation of a measured traffic matrix 52 by 5502 , measuring SNMP link loads as measured quantities 
measuring and storing a size of a flow from each node to which are linear combinations of a size of unknown network 
every other node for a specified time period . After that , at flows 42 . Then , at step 5504 , measuring a set of unknown 
step 512 , forming the optimal observation matrix 58 by network flow sizes 30 using counters associated with one of 
taking a matrix multiplication of the measured link load 10 the set consisting of : flow - table entries , TCAM entries or 
vector , a transpose of the vector representation of the mea - both . After that , at step 5506 , computing the optimal obser 
sured traffic matrix 52 , and a pseudo inverse of the matrix vation matrix 58 as a replacement of the original routing 
multiplication of the vector representation of the measured matrix . Following that , at step 5508 , a set of unknown flows 
traffic matrix 52 and the transpose of the vector representa - 15 are inferred using specific estimation techniques and using 
tion of the measured traffic matrix 52 . SNMP link load measurements , and the function of one of 

Turning to FIG . 5D , in some embodiments , step 508 — the set consisting of the optimal observation matrix 58 , the 
creating a measured link load vector can be accomplished original routing matrix , or both . 
with the following steps , which are not necessarily in order . In FIG . 6D , one embodiment of computer controlled 
First , at step 5082 , measuring a load on a set of the plurality 20 measurement and inference phase 54 , includes the following 
of links creating a plurality of link load measurements where steps , which are not necessarily in order . First , at step 552 , 
link loads are linear combinations of unknown network establishing an iteration time . Next , at step 554 , starting a 
flows 42 . Next , at step 5084 , forming the measured link load timer . Following that , at step 556 , for a timer value less than 
vector from the plurality of link load measurements . After the iteration time , performing the following steps . If not , 
that , at step 5086 , transferring the measured link load vector 25 then stop the process at step 574 . 
to a network controller 10 that is connected to the computer If the process continues , at step 558 , creating an adjusted 
communications network . link load vector . Then , at step 560 , transmitting and storing 

Turning to FIG . 5E , in some embodiments , step 510 the adjusted link load vector to the controller 10 . After that , creating a vector representation of a measured traffic matrix at step 562 , detecting a significant change in the measure 52 by measuring and storing a size of a flow from each node 30 ment quantities . If so , after that , at step 570 , restarting the to every other node for a specified time period can be learning phase 50 . accomplished with the following steps which are not nec If not , then , at step 572 , identifying a partial set of most essarily in order . First , at step 5012 , installing a set of rules 
in one of a set consisting of : a storage system , a memory informative flows 44 . Following that , at step 576 , measuring 
system , or both of one of the set consisting of : network 35 s and storing a partial set of most informative flows by 
switches , network routers , or both . After that , at step 5014 , installing an adjusted set of rules and polling counters . Next , 
polling counters in the storage system that create flow - size at step 578 , transmitting adjusted measurements to the 
measurements as flows are measured and network packets controller 10 and memory . After that at step 580 , forming the 
are routed . Following that , at step 5016 , transferring the adjusted optimal observation matrix 58 by taking the matrix 
measurements into a memory , and the network controller 10 . 40 multiplication of the adjusted link load vector , the transpose 

Turning to FIG . 6A , in some embodiments , computer of the adjusted vector representation of the traffic matrix 52 , 
controlled adaptive measurement and inference phase 54 and the pseudo inverse of the matrix multiplication of the 
includes the following steps , which are not necessarily in adjusted vector representation of the traffic matrix 52 and the 
order . First , at step 542 , measuring the set of quantities transpose of the adjusted vector representation of the traffic 
which are the combinations of the unknowns creating mea - 45 matrix 52 . Following that , at step 582 , creating an estimation 
surement quantities . Next , at step 544 , identifying a partial of the vector representation of the traffic matrix 52 by taking 
set of most informative unknown network flows 42 that must the matrix multiplication of the pseudo inverse of the 
be re - measured and updated . Following that , at step 546 , adjusted optimal observation matrix 58 and the adjusted link 
re - measuring a partial set of unknowns . After that at step load vector . 
548 , re - computing and updating the optimal observation 50 In FIG . 6E , step 558 , creating an adjusted link load vector , 
matrix 58 to form an updated optimal observation matrix 58 . can include the following steps , which are not necessarily in 
Then , at step 550 , estimating the set of unknowns using the order . First , at step 5582 measuring a load on a set of the 
measurement quantities , and a function of one of the set plurality of links creating a plurality of link load measure 
consisting of : the optimal observation matrix 58 , the original ments where link loads are linear combinations of unknown 
observation matrix , or both . 55 network flows 42 . After that , at step 5584 , forming the 

In FIG . 6B , step 5420 , in some embodiments , the com - measured link load vector from the plurality of link load 
puter controlled measurement and inference phase 54 measurements . Following that , at step 5586 , transferring the 
includes the following steps , which are not necessarily in measured link load vector to a network controller 10 con 
order . First , at step 5422 , transmitting an unknown vector of nected to the computer network . 
symbols from multiple transmitters . Next , at step 5424 , 60 In FIG . 6F , step 585 , creating the adjusted vector repre 
creating a measurement vector from multiple measurements sentation of the traffic matrix 52 , can be accomplished with 
at multiple receivers . Following that , at step 5426 , estimat - the following steps , which are not necessarily in order . First , 
ing vectors of symbols using the measurement vector and at step 5822 installing a set of rules in one of a set consisting 
the optimal observation matrices creating estimated vectors of : a storage system , a memory system , or both of one of the 
of symbols . Then , at step 5428 , computing a distance 65 set consisting of : network switches , network routers , or 
between the estimated vectors of symbols , and the vectors of both . Next , at step 5824 , polling counters in the storage 
known symbols . After that , at step 5430 , decoding a mini system that create flow - size measurements as flows are 
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measured and network packets are routed . After that , at step entries of ternary content addressable memory 26 are used to 
5826 transferring the measurements into a memory and the measure the Xme ( : = X " ) in one or more 
network controller 10 . 

The adaptive per flow measurement module 22 has two 
main components , the change detection method 46 and 5 
adaptive traffic matrix updating method 48 . The change in 
the network traffic is measured by computing the angle 
between two SNMP link - load vectors , defined in the equa measurement epochs ; in this case , to? = { 1 , . . . , n } and 
tion : TO ' l = n . 

Input : number of TCAM entries T , 1th change time te ' , 
( 1 + 1 ) th change time t ? + 1 at step 472 

( Y " , y? ) , Output : At each epoch t , the updated traffic matrix 52 or L where I e T and 0 se * | | Y | 12 | | Y4 | | 2 X and TO 
Initialization : Use T entries of TCAM to measure 

Xme " : = Xmeat step 484 
Where Y ' and Yt : denote the SNMP link - load vectors at While t ' + 1stst 2 + 1 , do at step 486 

the beginning of the 1th coherence time and at the current Find T entries of the updated traffic matrix 52 or Xmet 
time t , respectively . That is , e ' quantifies the deviation of two indicated by the set to? , which maximizes the angle 
SNMP link - load vectors at two different times Yt and Yto as 20 between Yt and Yté . 
an indication of a major change in the network traffics . Use T entries of the TCAM to measure the indicated flows 
Accordingly and to have a causal change detection method , at the current time t as Xcom 
at any time t , the average of O ' ' s over two periods of time , Xme * [ TO ] = XZO ' , which in MATLAB language means 
determined by two windows w , and w , " with lengths Ly and replacing all elements of Xme with indices in the set to 
Ly , is compared where w " : = { t - L , - L , + 1 , . . . , t - L , } and 25 by Xco . 
w , ' : = { t - L , + 1 , . . . , t } . The transition between two consecu - End while 
tive relative comparisons is reported as a change time te As shown in FIG . 9 , for t . ' + 1ststel + 1 the T flows 42 which 
Turning to FIG . 7 , The pseudo - code of this process step 562 , maximize 6 , are directly measured . These per flow measure 
detecting a significant change in the measurement quantities ments 34 have the most contribution in equalizing / coincid 
is as follows : 30 ing the two SNMP link - load vectors Y ' and Y . ; in this case , 

Input : 0 = { 0 } + 1 , w ' , w , ' at step 5622 TO? = { 11 , . . . . . , ir } where i , € { 1 , . . . , n } and TO?I = T . 
Output : The set of detected change times Sc : = { te Accordingly , at each epoch t , also , T elements of traffic 

matrix 52 vector Xm are updated by the recently measured te ? , . . . } 
Initialization : 1 = 0 , S . = 0 flows 42 . The following process represents the main steps in 

35 implementing the optimal - coherent inference module 24 in While t > L , + L , + 1 do at step 5624 a sample coherence time T ? 
Input : Routing matrix H , # of TCAM entries T , T . ' , Xme ' , 

TO ' at step 242 
E ai and Output : W . for tet ? 

i = t - Lj - Ly + 1 40 Fort from ( t . ' + 1 ) to ( t ? + 1 – 1 ) with step size + 1 , do at step 
244 

Y = Xme \ X . com and YT = Y - H ( : , TO? ) Xyou where operator : 
is the colon operator in MATLAB language and it 
means all rows , and H ( : , TO ) denotes a sub - matrix of H 

If there is a rise or fall between - 1 and + 1 in T , ' at step 43 constructing from all rows of H with columns identified 
by the set to ' . 5628 then H = Y Y ( YU ) * and estimate Y * t in the same manner 1 = 1 + 1 , t ' = - 1 , S . * ( 1 ) = t ' at step 5630 as W . = ( H . 9 ' Y End if W t = * * UXO End while 50 End for This method is not based on any statistical assumption Here , to make the best use of the most - current Xme ' , first , about 0 , and thus , a more change detection method 46 can optimal - coherent inference module 24 cancels out the direct 

be used to enhance its performance . Without loss of gener - per - flow statistics 52 . which have been accurately measured . 
ality and to simplify the current worst - case implementation and provide the required Y and Y for optimal - coherent 
of the change detection method 46 , 0 , is computed as the 55 inference module 24 . Then , the optimal observation matrix 
angle between Y , and Y , for te [ 2 , . . . , T . ] where To is the 58 of SNMP link - loads H . is computed . Finally , the mini 
duration of traffic in each data set . mum - norm solution * is estimated and traffic matrix 52 or 

Turning to FIG . 8 , to adaptively update the most current W at time t is constructed . 
traffic matrix 62 or Xm , which is required for the optimal . In all algorithms , the matrix and vector manipulations are 
coherent inference module 24 , the flexibility of the software 60 match with the syntax of the commands of MATLAB 
defined measurement network 12 is used to allocate the language . 
limited available ternary content addressable memory 26 FIG . 8 and FIG . 9 represent the flowchart of algorithms in 
entries for measuring the most informative flows 44 that lth coherence time T from ( T + 1 ) to ( T 2 + 1 – 1 ) , that is , 
leads to the best possible estimation accuracy using the T ' = { t . ' + 1 , . . . , t + 1 - 1 } . 
optimal - coherent inference module 24 . The following 65 FIG . 10 and FIG . 11 show the effectiveness of embodi 
method summarizes the adaptive traffic matrix updating ments of the disclosed invention with real traffic traces from 
method 48 where by detecting the 1th change time to all T Geant network considered . FIG . 10 shows the performance 

1 = Hot D , E , = I 
j = t - Lr + 1 

Rs = sign ( 108 ) . 7 ) = R ' ; – RË ' at step 5626 
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of a non - adaptive case which is a special case of the adaptive embodiment , method , and examples , but by all embodi 
case with only one learning phase in the beginning . FIG . 11 ments and methods within the scope and spirit of the 
shows the performance of an adaptive case where there are invention as claimed . 
multiple learning phases at the important time of the detec 
tion of significant changes . What is claimed is : 

The framework below provides different metrics for 1 . A method for solving an under - determined inverse 
evaluating the performance of the network controller 10 . problem or network inference / tomography problem in per 

flow size , delay , loss and throughput inference in a computer 
network , through a system ; given an original observation 
matrix , the method comprising : NMSE = NMSE = 7Ž NMSE ( ) where NMSE ( ) : - | | X ’ – Willz NMSE ( t ) where NMSE ( 1 ) : = | | X¥ | l2 ( a ) establishing the computer network having a plurality 

of nodes wherein the per - flow size , the delay , the loss 
and the throughput inferences are unknown ; wherein an 

NMSE denotes normalized mean squared error and mea original routing matrix determines a contribution of 
sures the accuracy of flow size estimation technique . each flow size on each link - load ; 
Accordingly , NMSEmn denotes the error using the regular ( b ) performing a learning phase by : 
minimum norm estimation method where Xm ' = ' Y = ( HT ( 1 ) measuring a set of quantities which are combina 
( HH ? ) - ) Y ' , and NMSE , denotes the estimation error using tions of unknowns creating a first set of measure 
the optimal - coherent inference module 24 . The NMSEm " , 20 ments ; 
NMSE , " denote the NMSE in the adaptive case , and NMS ( 2 ) measuring at least some of a set of unknowns 
Emna and NMSE , na denote the NMSE in non - adaptive creating a second set of measurements ; 
case . ( 3 ) using functions of the first set of measurements and 
As used in this application , the term “ a ” or “ an ” means “ at functions of the second set of measurements , com 

least one " or " one or more . ” 25 puting an optimal observation matrix or pseudo 
As used in this application , the term “ about ” or “ approxi optimal observation matrix ; 

mately ” refers to a range of values within plus or minus 10 % ( c ) performing a computer controlled adaptive measure 
of the specified number . ment and inference phase by : 
As used in this application , the term " substantially ” ( 1 ) measuring the set of quantities which are the 

means that the actual value is within about 10 % of the actual 30 combinations of the unknowns creating measure 
ment quantities ; desired value , particularly within about 5 % of the actual 

desired value and especially within about 1 % of the actual ( 2 ) identifying a partial set of most informative 
unknown network flows that must be re - measured desired value of any variable , element or limit set forth and updated ; 

herein . ( 3 ) re - measuring a partial set of unknowns ; All references throughout this application , for example ( 4 ) re - computing and updating the optimal observation patent documents including issued or granted patents or matrix to form an updated optimal observation equivalents , patent application publications , and non - patent matrix ; 
literature documents or other source material , are hereby ( 5 ) estimating the set of unknowns using the measure 
incorporated by reference herein in their entireties , as though 40 ment quantities , and a function of one of the set 
individually incorporated by reference , to the extent each consisting of : the optimal observation matrix , the 
reference is at least partially not inconsistent with the original observation matrix , or both ; 
disclosure in the present application ( for example , a refer wherein , the under - determined inverse problem is a traffic 
ence that is partially inconsistent is incorporated by refer matrix estimation problem and a set of unknown net 
ence except for the partially inconsistent portion of the 45 work flows are estimated by : 
reference ) . a ) measuring SNMP link loads as measured quantities 

A portion of the disclosure of this patent document which are linear combinations of a size of unknown 
contains material which is subject to copyright protection . network flows ; 
The copyright owner has no objection to the facsimile b ) measuring a set of unknown network flow sizes using 
reproduction by anyone of the patent document or the patent 30 counters associated with one of the set consisting of : 
disclosure , as it appears in the Patent and Trademark Office flow - table entries , TCAM entries or both ; 

c ) computing the optimal observation matrix as a replace patent file or records , but otherwise reserves all copyright 
rights whatsoever . ment of the original routing matrix ; and 

d ) inferring a set of unknown flows using specific esti Any element in a claim that does not explicitly state mation techniques and using SNMP link load measure " means for ” performing a specified function , or " step for ” ments , and the function of one of the set consisting of performing a specified function , is not to be interpreted as a the optimal observation matrix , the original routing “ means ” or “ step ” clause as specified in 35 U . S . C . $ 112 , 16 . matrix , or both . 
In particular , any use of “ step of " in the claims is not 2 . The method of claim 1 . further comprising : ( d ) deter 
intended to invoke the provision of 35 U . S . C . $ 112 , 116 . 60 mining a starting time of the learning phase and a duration 

While the foregoing written description of the invention of the learning phase by detecting sequential significant 
enables one of ordinary skill to make and use what is changes in measurements during the computer controlled 
considered presently to be the best mode thereof , those of adaptive measurement and inference phase . 
ordinary skill will understand and appreciate the existence of 3 . The method of claim 1 , further comprising : ( f ) deter 
variations , combinations , and equivalents of the specific 65 mining the set of most informative unknown network flows 
embodiment , method , and examples herein . The invention using at least one learning algorithm ; wherein the at least 
should therefore not be limited by the above described one learning algorithm includes a multi - bandit algorithm . 

35 
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4 . The method of claim 1 , further comprising generating 13 . The method of claim 12 , wherein , the system is an 
the optimal observation matrix using one of the set consist - under - determined multi - input and multi - output communica 
ing of : tion system wherein : 

( a ) a regularized optimization technique including a least a ) in the learning phase , for all possible vectors of 
square estimation technique with constraints ; and 5 communication symbols , the optimal observation ( b ) the regularized optimization technique including the matrix is computed as follows : 
least square estimation technique without the con 1 ) transmitting a vector of known symbols at multiple 
straints . transmitters ; 5 . The method of claim 1 , further comprising generating 2 ) measuring the vector of known symbols at multiple 

the optimal observation matrix using one of the set consist - 10 receivers ; creating vectors of measurements ; ing of : 3 ) computing the optimal observation matrix for each ( a ) a non - regularized optimization technique including a vector of known symbols and a corresponding vector least square estimation technique with constraints ; and 
( b ) the non - regularized optimization technique including of measurements , creating a plurality of optimal 

the least square estimation technique without the con - 15 observation matrixes ; 
straints . 4 ) saving the vector of known symbols and the plurality 

6 . The method of claim 1 , generating an estimation of of optimal observation matrixes at a receiver device ; 
unknowns using a specified estimation technique using one b ) in the computer controlled adaptive measurement and 
of the set consisting of : inference phase : 

( a ) a regularized optimization technique including a least 20 1 ) transmitting an unknown vector of symbols from 
square estimation technique with constraints ; and multiple transmitters ; 

( b ) the regularized optimization technique including the 2 ) creating a measurement vector from multiple mea 
least square estimation technique without the con surements at multiple receivers ; 
straints . 3 ) estimating vectors of symbols using the measure 

7 . The method of claim 1 , generating an estimation of 25 ment vector and all optimal observation matrices 
unknowns using a specified estimation technique using one creating estimated vectors of symbols ; 
of the set consisting of : 4 ) computing a distance between the estimated vectors ( a ) a non - regularized optimization technique including a of symbols , and the vectors of known symbols ; 

least square estimation technique with constraints ; and 5 ) decoding a minimum distance vector of known ( b ) the non - regularized optimization technique including 30 symbols as an ultimate estimate of the unknown the least square estimation technique without the con vector of symbols . 
straints . 14 . A system useful for displaying a solution to an 8 . The method of claim 1 , wherein , measurements of the 

set of unknowns , in both learning phase and computer under - determined inverse problem in per - flow size , delay , 
controlled adaptive measurement and inference phases , are 35 10 25 loss and throughput inference in a computer network ; the 
approximated using : 1 ) mathematical , statistical , heuristic 
and experimental models , 2 ) auxiliary information , and 3 ) ( a ) the computer network having a plurality of nodes 
information from network topology , distance between where the per - flow size , the delay , the loss and through 
nodes , the size of queues , buffers in nodes , and any com put estimates inference are unknown ; 
bination of these . 40 ( b ) a computer store configured to store data for at least 

9 . The method of claim 1 , wherein , a function of the two or more nodes ; 
optimal observation matrix is used for routing a set of ( c ) a display configured to display the per - flow size , the 
network flows . delay , the loss and throughput estimates in the com 

10 . The method of claim 1 , wherein , in the learning phase , puter network ; 
several vectors of measurement quantities and unknown 45 ( d ) a computer controller connected to each of the plu 
attributes of interest are available , and the optimal observa rality of nodes , wherein the computer controller is 
tion matrix or pseudo - optimal observation matrix is calcu coupled to the computer store and programmed to : 
lated using a least mean squares algorithm ; wherein , in the ( 1 ) perform a learning phase by : 
computer controlled adaptive measurement and inference ( i ) measuring a set of quantities which are combi 
phase , a set of new measurements are provided using a 50 nations of unknowns creating a first set of mea 
function of the optimal observation matrix ; wherein the surements ; 
unknowns of interest is estimated using a specific estimation ( ii ) measuring at least some of a set of unknowns 
technique . creating a second set of measurements ; 

11 . The method of claim 1 , ( iii ) using functions of the first set of measurements 
wherein , the under - determined inverse problem is con - 55 and functions of the second set of measurements , 

structed by converting one of the set consisting of : a and computing an optimal or pseudo - optimal 
square inverse problem , over - determined inverse prob observation matrix ; 
lem or both to an under - determined inverse problem , ( 2 ) perform an adaptive measurement and inference 

wherein , the optimal observation matrix is computed and phase by : 
used for the estimation of unknowns of interest in one 60 ( i ) measuring the set of quantities which are the 
of the set consisting of : a square inverse problem , an combinations of the unknowns creating measure 
over - determined inverse problem or both . ment quantities ; 

12 . The method of claim 1 , wherein , the under - determined ( ii ) identifying a partial set of most informative 
inverse problem is a system identification in the under unknown network flows that must be re - measured 
determined multi - input and multi - output systems , and a 65 and updated ; 
realization of parameters of a model of the system are ( iii ) re - measuring the partial set of most informative 
estimated by computing an optimal observation matrix . unknown network flows ; 
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( iv ) re - computing and updating an optimal observa ( ii ) measure at least some of a set of unknowns creating 
tion matrix to form an updated optimal observa a second set of measurements ; 
tion matrix ; ( iii ) use functions of the first set of measurements and 

( v ) estimating the set of unknowns using the mea functions of the second set of measurements , and 
surement quantities , and a function of one of the 5 computing an optimal or pseudo - optimal observation 
set consisting of : the optimal observation matrix , matrix ; 
an original observation matrix , or both ; and ( 2 ) perform an adaptive measurement and inference phase ( 3 ) display the unknowns ; 

wherein , the under - determined inverse problem is a traffic ( i ) measuring the set of quantities which are the com matrix estimation problem and a set of unknown net - 10 binations of the unknowns creating measurement work flows are estimated by : quantities ; a ) measuring SNMP link loads as measured quantities ( ii ) identifying a partial set of most informative which are linear combinations of a size of unknown 
network flows ; unknown network flows that must be re - measured 

b ) measuring a set of unknown network flow sizes using 15 and updated ; 
counters associated with one of the set consisting of : ( iii ) re - measuring a partial set of most informative 
flow - table entries , TCAM entries or both ; unknowns ; 

c ) computing the optimal observation matrix as a replace ( iv ) re - computing and updating an optimal observation 
ment of the original routing matrix ; and matrix to form an updated optimal observation 

d ) inferring a set of unknown flows using specific esti - 20 matrix ; 
mation techniques and using SNMP link load measure ( v ) estimating the set of unknowns using the measure 
ments , and the function of one of the set consisting of ment quantities , and a function of one of the set 
the optimal observation matrix , the original routing consisting of : the optimal observation matrix , an 
matrix , or both . original observation matrix , or both ; and 

15 . A computer - readable memory adapted for use by a 25 ( 3 ) display the unknowns ; 
computer network in determining a solution to an under wherein , the under - determined inverse problem is a traffic 
determined inverse problem in per - flow size , delay , and matrix estimation problem and a set of unknown net 
throughput inference , the computer - readable memory used work flows are estimated by : to direct a computer of the network to perform the steps of : a ) measuring SNMP link loads as measured quantities ( a ) the computer network having a plurality of nodes 30 which are linear combinations of a size of unknown where the per - flow size , the delay , the loss and through network flows ; put estimates inference are unknown ; b ) measuring a set of unknown network flow sizes using ( b ) a computer store configured to store data for at least counters associated with one of the set consisting of : two or more nodes ; 

( c ) a display configured to display the per - flow size , the 35 flow - table entries , TCAM entries or both ; 
delay , the loss and throughput estimates in the com c ) computing the optimal observation matrix as a replace 
puter network ; ment of the original routing matrix ; and 

( d ) a computer controller connected to each of the plu d ) inferring a set of unknown flows using specific esti 
rality of nodes , wherein the computer controller is mation techniques and using SNMP link load measure 
coupled to the computer store and programmed to : ments , and the function of one of the set consisting of 40 

( 1 ) perform a learning phase by : the optimal observation matrix , the original routing 
( i ) measure a set of quantities which are combinations matrix , or both . 
of unknowns creating a first set of measurements ; * * * * * 


